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Motivation 

 Many real-world datasets are predominately consist of 

continuous attributes also called quantitative attributes. 

 These type of datasets are unsuitable for certain data 

mining algorithms that deals only nominal attributes. 

 Some classification algorithms such as CLIP and CN2, 

ID3 are inherently incapable of handling continuous 

attributes. 

 To use such algorithms we need to transform 

continuous attributes into nominal attributes this 

process known as ‘Discretization’. 

 Even though some traditional methods have disadvantages 

like unbalanced intervals, presence of outliers, also 

unsupervised, so it ignore the class information.  
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Proposed Method 
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 The proposed discretization algorithm is a combination of the 
concepts Fayyad and Irani discretization algorithms and 
greedy approach .  

 Let sample  S= {x1, x2, …….., xn}  be the set of real-valued 
attributes or continuous  attributes. Now to discretize the 
number of continuous attributes in the given dataset, first we 
need to apply a standardized statistical technique z-score 
(given below) on dataset. The z-score is defined as follows :  

 

𝒛 − 𝒔𝒄𝒐𝒓𝒆 (𝑺) =
(𝒙𝒌−𝒙 )

𝟏

𝑵−𝟏
 (𝒙𝒊−𝒙 )
𝒌
𝒊=𝟏

  ……………(1) 

 
 After applying z-score on dataset, we find the minimum and 

maximum values from dataset. We assume that the minimum 
value of z-score is ‘a’ and maximum value of z-score is ‘b’ 
from the given dataset. 

 ∴      𝒂 ≤ 𝒙𝒊 < 𝒃       𝒇𝒐𝒓 𝒊 = 𝟏, 𝟐, 𝟑,… . 𝒏   …………..(2) 
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 In order to partition the continuous attributes into a finite 

number of intervals with all possible value of random 

variables 𝜲. 

𝜲 = 𝒂, 𝒃 = {𝒙/ 𝒂 ≤ 𝒙𝒊 < 𝒃 }   ……….(3) 

 After that partition the interval  𝜲 = 𝒂, 𝒃  into a 𝒌-equal width 

bins as follows: 

 

𝒂, 𝒃 =  𝑩𝒊
𝒌−𝟏
𝒊=𝟏 = 𝑩𝟎 𝑩𝟏 𝑩𝟐… .…… . .  𝑩𝒌−𝟏………..(4) 

 

 where 𝜹 =
𝒃−𝒂

𝒌
  …….... (5) this represents a width of the each 

interval in 𝜲 = 𝒂, 𝒃 . 

 

 Therefore, the bins are given below:    

 𝑩𝟎 = 𝒂, 𝒂 + 𝜹 ,
𝑩𝟏 = 𝒂 + 𝜹, 𝒂 + 𝟐𝜹 …𝑩𝒌−𝟏 = 𝒂 + 𝒌 − 𝟏 𝜹, 𝒂 + 𝒌𝜹  ……. (6) 

Moreover, empty bins are not allowed in this process. 
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Input: Dataset ‘S’ consisting of number of rows and column  observations, with continuous  

            attributes in the set ‘S’.  

  

Output: Discredited dataset, accuracy of the dataset S.  

  

Step 1: Select all the records with continuous values in the data set S, not   those attributes in the  

             decision attributes column (i.e. ⊆ 𝑆 ). 

Step 2: Identify the continuous record R from the set A and apply the   normalization technique that   

             is the z-score measure on the dataset S    with proposed new discretization method (see in  

             section 3.1).  

Step 3: After discretization Split the dataset S into training (Tr) and     testing  (Ts) sets using a    

             stratified a  k- fold cross validation   procedure. 

Step 4:  In Step-3, for each ‘k’ computes the following procedure: 

             (i)   Build the Classifier (C4.5) using the records obtained from Tr. 

             (ii)  Compute the predicted probabilities (scores) from the C4.5  

             built in Step (4)-(i)  using the test data set Ts. 

             (iii) Identify and collect the original features from test data set Ts.  

Step 5:  Repeat the Steps (4)-(i) to Step (4)-(iii) for each fold. 

Step 6:  Compute the classifier accuracy of the dataset S. 

Step 7:  RETURN Step (6) 

Step 8:  STOP 
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Name 
#Attributes 

(R/I/N) 
#Examples #Classes 

# Continuous 
Attributes 

Appendicitis 
(APD) 

7(7/0/0) 106 2 07 

Cleveland 
(CLE) 

13(13/0/0) 303 5 13 

Hepatitis 
(HEP) 

15 (3/3/9) 214 2 10 

Pima  
(PEM) 

8(8/0/0) 768 2 08 

Breast 

CancerWis 
(BCW) 

30(30/0/0) 569 2 30 

DATASETS USED IN OUR EXPERIMENTS  
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  Table.2. Test classifiers of our algorithm with other discretization methods on Appendicitis   
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Dataset 

 
                                    C4.5 classifier 

 
SVM classifier 

 
Discretization  

Algorithms 

 
10x cross-fold 

Validation (%Accuracy) 

 
10x cross-fold 

Validation(%Accuracy) 

Appendicitis 

 
ZDISC 

 
84.90 

 
87.73 

 
Ameva 

 
83.18 

 
86.09 

 
Bayesian 

 
86.00 

 
89.63 

 
CACC 

 
83.18 

 
85.18 

 
CADD 

 
80.18 

 
80.18 

 
CAIM 

 
84.09 

 
84.18 

 
Chi2 

 
85.08 

 
84.00 

 
Chi-merge 

 
84.09 

 
85.90 

 
ExtChi2 

 
80.18 

 
80.18 

 
Fayyad & Irani 

 
83.18 

 
85.09 

 
PKID 

 
80.18 

 
80.18 



  
Dataset 

 
                                   C4.5 classifier 

 
SVM classifier 

 
 

Discretization  
Algorithms 

 
 

10x cross-fold 
Validation(%Accuracy) 

 
 

10x cross-fold 
Validation(%Accuracy) 

Cleveland 

 
ZDISC 

 
57.09 

 
57.90 

 
Ameva 

 
51.75 

 
56.72 

 
Bayesian 

 
52.50 

 
56.08 

 
CACC 

 
50.80 

 
56.70 

 
CADD 

 
55.11 

 
55.10 

 
CAIM 

 
53.10 

 
59.05 

 
Chi2 

 
54.10 

 
58.74 

 
Chi-merge 

 
54.44 

 
59.07 

 
ExtChi2 

 
54.75 

 
56.05 

 
Fayyad & Irani 

 
57.97 

 
57.74 

 
PKID 

 
56.23 

 
53.86 
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  Table.3. Test classifiers of our algorithm with other discretization methods on Cleveland   



  
 

Dataset 

 
                                      C4.5 classifier 

 
SVM classifier 

 
Discretization  

Algorithms 

 
10x cross-fold 

Validation(%Accuracy) 

 
10x cross-fold 

Validation(%Accuracy) 

Hepatitis 

 
ZDISC 

 
89.95 

 
90.03 

 
Ameva 

 
83.41 

 
82.22 

 
Bayesian 

 
85.23 

 
82.41 

 
CACC 

 
85.09 

 
84.57 

 
CADD 

 
83.42 

 
83.42 

 
CAIM 

 
83.59 

 
80.91 

 
Chi2 

 
88.10 

 
90.68 

 
Chi-merge 

 
85.32 

 
87.51 

 
ExtChi2 

 
80.74 

 
82.41 

 
Fayyad & Irani 

 
88.25 

 
87.25 

 
PKID 

 
80.74 

 
81.69 
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  Table.4. Test classifiers of our algorithm with other discretization methods on Hepatitis 
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Dataset 

 
                                     C4.5 classifier 

 
SVM classifier 

 
Discretization  

Algorithms 

 
10x cross-fold 

Validation(%Accuracy) 

 
10x cross-fold 

Validation(%Accuracy) 

  
Pima 

 
ZDISC 

 
76.17 

 
76.56 

 
Ameva 

 
72.26 

 
72.91 

 
Bayesian 

 
68.01 

 
75.66 

 
CACC 

 
72.39 

 
73.31 

 
CADD 

 
65.10 

 
65.10 

 
CAIM 

 
71.86 

 
73.71 

 
Chi2 

 
75.77 

 
77.09 

 
Chi-merge 

 
73.68 

 
72.91 

 
ExtChi2 

 
73.83 

 
72.15 

 
Fayyad & Irani 

 
79.80 

 
75.66 

 
PKID 

 
74.34 

 
65.10 

  Table.5. Test classifiers of our algorithm with other discretization methods on Pima 



7/7/2014 

ITQM 2014 

  
Dataset 

 
                                   C4.5 classifier 

 
SVM classifier 

 
Discretization  

Algorithms 

 
10x cross-fold 

Validation(%Accuracy) 

 
10x cross-fold 

Validation(%Accuracy) 

Breast Cancer 
 

   Wiscosin 

 
ZDISC 

 
94.72 

 
97.41 

 
Ameva 

 
94.20 

 
95.43 

 
Bayesian 

 
90.15 

 
95.26 

 
CACC 

 
94.38 

 
96.47 

 
CADD 

 
62.74 

 
62.74 

 
CAIM 

 
94.03 

 
95.78 

 
Chi2 

 
93.85 

 
93.32 

 
Chimerge 

 
94.90 

 
95.95 

 
ExtChi2 

 
81.91 

 
85.41 

 
Fayyad & Irani 

 
94.38 

 
97.01 

 
PKID 

 
94.02 

 
62.74 

  Table.6. Test classifiers of our algorithm with other discretization methods on BCW 
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CONCLUSIONS 

 In this paper, we proposed a new discretization measure 

based algorithm, which aims to improve in terms of 

classification accuracy. 

 We compared with the state-of-the art methodologies of 

discretization algorithms on benchmark biomedical  

datasets.  

 The results show that a significant improvement in terms of 

accuracy can be achieved by applying our algorithm.  

 In the future work, we will propose the fuzzy discretization 

index measure imputation algorithm for missing continuous 

values in real-world datasets.    
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