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 Maternal mortality and childbirth complications are major problem 
of delivery in rural area of many developing countries.  
 Caesarean section is the first major operation to prevent childbirth complications 

from high-risk pregnancy. 
 

 Reports from the United States and around the world have marked a steadily 
rising Caesarean section rate.  
 

 In Thailand, at Bhumibol Adulyadej Hospital, 30% of delivery is Caesarean 
section and indication for Caesarean section from Cephalopelvic disproportion is 
5-7% and 8.8% at Lamphun Hospital.  

 
 It would be beneficial  

 if the risk of delivery from uncertainty information could be informed or 
recommended to patients at earlier sign.  

 
 Physicians could draw approximate decision before it occurred. 
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 Due to the medical care, the patients’ care histories are 
necessary to be analysed for diagnosing disease, as well 
as the nearest medical patterns of patients could be, 
however, considered too.  
 

 This paper proposes  
 a modified nearest neighbor analysis, which is called CPD-NN 

algorithm to approximate risks about Caesarean sections due to 
Cephalopelvic disproportion (CPD).  

 
 CPD-NN algorithm consists of three phases:  

 initial phase 
 distance measure phase  
 predicting phase 
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 The algorithm CPD-NN to be developed is to create a 
model in form of a cluster set from medical history data, 
with each cluster representing a group of similar medical 
patterns.  

 

 The nearest medical patterns of patients are analysed to 
diagnose.  

 

 To determine a group of similar medical patterns,  
 the threshold distance Dmin is set to identify the closest medical 

patterns.  

 Dmax is defined to identify the farthest medical patterns. 
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 Medical patterns of pregnant women are acquired.  

 

 Some features of patterns are selected by experts, 
who are physicians,  
 and then the modified nearest neighbour analysis is applied 

for classifying the medical patterns in order to predict the risk 
to CPD. 

 

 Finally, the probability analysis is deployed to 
estimate the Caesarean section.  

 

Detail of Work 
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 Step0:  Initial phase 
 Input a set of training medical pattern 
 Estimate the number of training medical pattern (n) 
 Set the threshold distance (0<Dmin< 1), to identify the closest medical patterns 

(the closest neighbors). 
 Set the radius of cluster, which is defined by the distance (0<Dmax<1) in order to 

identify the farthest medical patterns (the farthest neighbors).Hence, neighbors 
are located within the cluster. 
 

 Step1: Distance measure phase (0<Di<1) 
 Input a set of test medical patterns 
 Calculate the distance (Di) between a test medical pattern (i) and all training 

medical patterns 
 Determine the nearest neighbor, and the farthest neighbors, who are 

considered based on Dmin and Dmax.  
 The ‘k’ nearest neighbours are located within the cluster between Dmin and 

Dmax, then ‘k’ is dynamic.   
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 Step2: Predicting phase 
 Collect the targets of the ‘k’ nearest neighbors, which are 

located within the specified area of cluster 

 

 Estimate the target of test medical patterns by using 
probability analysis among collected targets of ‘k’ nearest 
neighbors 

 

 Assign a target to the test medical patterns (i) by using 
majority of closest neighbors estimated target probability 
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 The medical dataset used comprises 802 cases of 
pregnant women who delivered in a public hospital 
in Thailand between 1 July 2005 and 31 May 2007. 

 

 It contains two equally sized groups, namely 401 
women who delivered by Caesarean section due to 
cephalopelvic disproportion, and 401 women 
delivered normally during the same period. 

 

  Attributes in the dataset relevant for consideration 
by the proposed algorithm were selected by experts 

Simulation Results 
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 Applying ordinary k-nearest neighbors algorithm 
for diagnosing CPD:  
 The highest accuracy is around 75% when applying 400 

training cases, 402 test cases with the nearest rule, Manhattan 
distance (city block) and the size of ‘k’ is 25% of training cases.  
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 Applying the CPD-NN algorithm for diagnosing 
CPD:  
 Dminis defined to 0.1, Dmax is varied from 0.3 to 0.9.  
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 Applying the CPD-NN algorithm for diagnosing 
CPD:  
 The prediction accuracy when applying 400 training cases and 

402 test cases. The result shows that prediction accuracy is 100 
% when cosine similarity and correlation are applied with ‘k’ ≈ 
5.  
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 We proposed a modified k-nearest neighbors algorithm, which is 
called CPD-NN algorithm, in order to diagnose the Caesarean 
sections due to Cephalopelvic disproportion (CPD).  
 

 The CPD-NN algorithm employs the threshold distance Dmin and 
Dmax to identify the specified area for “k” nearest neighbors.  
 

 It means that “k” value, here, is dynamical relating to Dmin and Dmax.  
 

 the CPD-NN algorithm shows high diagnosis performances, not 
only prediction accuracy but also sensitivity and specificity.  
 

 To increase the effectiveness of diagnosis, the evidence-based 
medical diagnosis will be considered in the future work.  
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